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The switch example. I can’t save a dictionary of all the macs and their results.
Slide 5
The challenge: on seeing  I don’t know the total sum of numbers. On the other hand I can calculate the sum but I forget the numbers.
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If the index was change to  so clearly the index was chosen with the right probability.
Otherwise ( not changed), the index is selected with probability of: 
 which is also correct
Calculating sum is ok – 
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Variance calculation:
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Example: Each  might represent a credit card number extracted from a sequence of
credit card transactions and we wish to determine how many distinct credit card accounts there are.
Lemma: If  are of different sizes, then clearly this implies an error for one of the input sequences. On the other hand, if they are the same size, then if the next symbol is in  but not, the algorithm will give the same answer in both cases and therefore must give an incorrect answer on at least one of them.
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It follows that a set of hash functions H is 2-universal if and only if for all x and y in {1,2,…,m} ,x!=y, h(x) and h(y) are each equally likely to be any element of {0,1,2,…,M-1} independently
Proof of the example: 
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Previously: , =>  
And then using Chebyshev’s inequality.
Chebyshev’s inequality:  => 
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If there is a need to prove the variance on board:
[image: ]
Minimization- In the important special case when , pick columns of A with probabilities proportional to the squared length of the
columns. Even in the general case when B is not , doing so simplifies the bounds, so we will use it
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hay () = ax +b  (mod M)

To store the hash function hgy, store the two integers a and b. This requires only O(log M)
space. To see that the family is 2-universal note that h(z) = w and h(y) = z if and only

if
(L 1)()-(2)

} ) is invertible modulo M.2” Thus

()-( 1))

and for each (’:) there is a unique (‘;) Hence

If = # y, the matrix ( ;

1

Prob(h(z) = w and h(y) = z) = e

and H is 2-universal.
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Next, we show that Prob (2 < ¢) < 1. This part will use pairwise independence.
First, Prob (2L < #) — Prob (min > &%) = Prob (¥, h(b) > %%). For i = 1,2,....d,
define the indicator variable

0 ifh(b) >
!a:{ 1 otherwise

and let ,
y=Y u
=

We want to show that with good probability, we will see a hash value in [0, £, i.c., that
Prob(y = 0) is small. Now Prob(y; = 1) > §, E(x) > §, and E(y) > 6. For 2-way
independent random variables, the variance of their sum is the sum of their variances. So
Var (y) = dVar (yy). Further, since gy is 0 or 1, Var(y) = E [(31 — E(w))’] = E(s}) —
E*(y1) = E(y1) — E*(31) < E (3) . Thus Var(y) < E (y). By the Chebyshev inequality,
M _d . 6M
Pmb(m< a) = Prob (min > &) :Pmb(vkhlb.) >T)
= Prob(y = 0)
< Prob(ly— E(y)| > E(y))

Since 2L > 6d with probability at most £ + 4 and 2L < £ with probability at most £,
4 < 2" 6d with probability at least 3 5. "
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Although the expected value of the sum is zero, its actual value is a random variable and
the expected value of the square of the sum is given by

E(z‘:,_;_)z N E(z:xf/,’) 2B (Zz.z.l.!.) - if.’v

The last equality follows since E (z,5,) — E(z,)E(z) — 0 for s # t, using pairwise
independence of the random variables. Thus
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The last equality is by expansion. Assume that the random variables =, are 4-wise inde-
pendent, or equivalently that they are produced by a 4-wise independent hash function.
Then, since the z, are independent in the last sum, if any one of s, u, ¢, or v is distinct
from the others, then the expectation of the term is zero. Thus, we need to deal only
with terms of the form 7227 for ¢ # s and terms of the form .

Each term in the above sum has four indices, s,t,u,v, and there are (%) ways of
choosing two indices that have the same r value. Thus,

w) < (3)e ($ 35 )+ (S 45)
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p==i] =
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Therefore, Var(a) - E(a?) — E*(a) < 2E%(a).




image6.png
V-«X)—ZZVn(a,)—ZE( ) — E(xy)? - (Zzn;f{db{,) ~ BB

=)

We want to choose py to minimize this quantity, and notice that we can ignore the || AB|[}.
term since it doesn’t depend on the py’s at all. We can now simplify by exchanging the
order of summations to get

;;méa?.ﬂ, - ;% (Z a?k) (zi:b:,) - ;#w;,n—) Bk, .




